Task Failure Prediction in Cloud Data Centers Using Deep Learning
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Abstract—A large-scale cloud data center needs to provide high service reliability and availability with low failure occurrence probability. However, current large-scale cloud data centers still face high failure rates due to many reasons such as hardware and software failures, which often result in task and job failures. Such failures can severely reduce the reliability of cloud services and also occupy huge amounts of resources to recover the service from failures. Therefore, it is important to predict task or job failures before occurrence with high accuracy to avoid unexpected wastage. Many machine learning and deep learning based methods have been proposed for the task or job failure prediction by analyzing past system message logs and identifying the relationship between the data and the failures. In order to further improve the failure prediction accuracy of the previous machine learning and deep learning based methods, in this paper, we propose a failure prediction algorithm based on multi-layer Bidirectional Long Short Term Memory (Bi-LSTM) to identify task and job failures in the cloud. The goal of Bi-LSTM prediction algorithm is to predict whether the tasks and jobs are failed or completed. The trace-driven experiments show that our algorithm outperforms other state-of-art prediction methods with 93% accuracy and 87% for task failure and job failures respectively.

I. INTRODUCTION

Nowadays, cloud computing service has been wildly used because it provides high reliability, resource saving and also on-demand services. The cloud data centers include processors, memory units, disk drives, networking devices, and various types of sensors that support many applications (i.e., jobs) from users. The users can send requests such as storage data and run applications to the cloud. Each cloud data center is composed with physical machines (PMs) and each PM can support a set of virtual machines (VMs). The tasks that are sent from users are processed in each VM. Such a large scale cloud data center can host hundreds of thousands of servers which often run tons of applications and receive work requests every second from users all over the world. A cloud data center with such heterogeneity and intensive workloads may sometimes be vulnerable to different types of failures (e.g., hardware, software, disk failures). Take software failures as an example [1], Ya-hoo Inc. and Microsoft’s search engine, Bing, crashed for 20 mins in January 2015, which cost about $9000 per minute to reboot the system. Previous research [2]–[6] found that hardware failure, especially disk failure, is a major contributing factor to the outages of cloud services. These many different types of failures will lead to the application running failures. Thus, accurate prediction for the occurrence of application failures beforehand can improve the efficiency of recovering the failure and application running.

A job is comprised of one or more tasks, each of which is accompanied by a set of resource requirements. A job fails when one of its tasks fails. The previous works [3], [7]–[13] use statistical and machine learning approaches such as Hidden Semi-Markov Model (HSMM) and Support Vector Machine (SVM) to predict the task and job failures in cloud data centers. They use CPU usage and memory usage, unmapped page cache, mean disk I/O time and disk usage as inputs and the task failure or job failure as the output. However, HSMM and SVM assume that all their inputs are stationary and independent of each other which are not true in the cloud data centers. Thus, they cannot handle the sequence data or high dimensional data, in which data in time points or different features may be dependent to each other. In the cloud data centers, the input features and noisy data are diverse in nature and have dependencies on the past events. Thus HSMM and SVM can’t handle the failure prediction in cloud data centers.

Meanwhile, some other researchers applied deep learning approaches such as Recurrent Neural Network (RNN) and LSTM for the failure prediction [14]–[19]. They use CPU usage, memory usage, unmapped page cache, mean disk I/O time and disk usage as input and the task or job failure as output. However, the traditional RNN has a serious drawback for the data that has long-term dependencies [20], which means the past events can influence future events and a temporary memory of events that happened a while ago may be essential for producing a useful output action. Since the error signals are back-propagated through time, they may exhibit decay [21]. To overcome this issue, deep learning approaches such as LSTM can be used to better handle the failure prediction problem which can capture the long term dependencies. Some of the recent research papers [15]–[17] have already shown that LSTM performs better than HSMM, SVM and RNN in terms of accuracy in task or job failure prediction in cloud data centers.

However, the LSTM based prediction methods still have a few shortcomings. First, the methods [15]–[17], [19] only consider CPU usage, memory usage, cache memory usage, mean...
We classify the previous related work into two parts: failure analysis in cloud data centers and failure prediction methods. **Failure analysis in cloud data centers.** Ford *et al.* [22] studied the impact of correlated failures on availability of distributed storage systems for Google clusters. They found that although disk failures can result in permanent data loss, the major reason for most unavailability in the Google cloud storage system is transitory node failures. Birke *et al.* [23] conducted a failure analysis on physical machines (PMs) and virtual machines (VMs) hosted on commercial data centers in IBM, using one-year-long data collected over 10K servers. Their analysis highlights the differences and similarities of PM and VM failure patterns. They found that VMs have lower failure rates than PMs, and show a surprising trend that, in contrast to PMs, increasing the computation intensity by VM unit does not increase failure rate.

**Failure prediction methods.** We further classify the failure prediction methods to three categories: statistical approaches, machine learning approaches and deep learning approaches. For these approaches, they use input features such as CPU usage, memory usage, mean disk I/O time, and disk usage.

*Statistical approaches:* Amin *et al.* [24] proposed a forecasting approach based on Autoregressive-Integrated-Moving-Average (ARIMA) and Generalized Autoregressive Conditional Heteroscedastic (GARCH) models to predict response time and time between failures in the web services. Zhao *et al.* [8] used HMM and Hidden Semi-markov Model (HSMM) to predict disk failures in cloud storage systems. They considered various features such as memory usage, disk usage and disk I/O time measured at consecutive time intervals for a disk drive as time series and modeled such time series to classify failed disks and good disks. However, statistical approaches such as HSMM assume that all their inputs are stationary and independent of each other which are not true in the cloud data centers. Thus, they cannot handle the sequence data or high dimensional data, in which data in time points or different features may be dependent to each other.

*Machine learning approaches:* Guan *et al.* [11] applied supervised learning based on Bayesian classifiers and decision tree classifiers to forecast future system failure occurrences in the cloud. Pitakrat *et al.* [12] proposed a hierarchical online failure prediction approach called Hora. Hora employed a combination of a failure propagation model and software system failure prediction techniques based on Bayesian networks. Zhang *et al.* [13] designed and implemented a new tool based on Random Forest (RF) called PreFix, for accurately predicting whether there will be a switch failure in the near future. However, machine learning approaches such as SVM have the same shortcomings just like statistical approaches, so they cannot handle the sequence data well in cloud data centers.

cluster workload trace and presented LSTM to predict the task failures. However, deep learning approaches such as RNN and LSTM also have several shortcomings. For RNN, it cannot handle the data with long-term dependency. For LSTM, it overcomes the drawback in RNN. But LSTM still has drawback that it sets higher weights on the data closer to the time, and lower weights on the data further away from the time, with the assumption that the data further away from the time always has lower impact to the prediction.

To overcome all the above shortcomings, we propose a deep learning based failure prediction model: Bi-LSTM, for task and job failures prediction which can adjust the weights of both closer and further input features to achieve better prediction performance.

III. TRACE ANALYSIS

The Google cluster trace [25] starts at 19:00 EDT on Sunday May 1, 2011, and it records the resource utilization of CPU and memory usage of each task on the Google cluster of about 12.5k machines for 29 days. The trace contains 672,075 jobs and more than 48 million tasks in the 29 days. This trace is a randomly-picked 1 second sample of CPU and memory usage from within the associated 5-minute usage-reporting period for each task. Each job is composed of one to tens of thousands of tasks which are shown with information such as CPU usage, memory usage, cache memory usage, mean disk I/O time, disk usage, task priority, the number of task resubmissions, task scheduling delay and etc. The priorities are classified into five categories: lowest, low, middle, high and highest priority by task scheduler and ranging from 0 to 11 which is set by cloud service provider [26].

Termination status means whether certain task is finished or not. Each job and task has several possible termination statuses. These are: (1) evicted, (2) killed, (3) failed (due to an exception or abnormal condition), and (4) finished (successfully terminated). We found that around 42% of the jobs and 40% of the tasks are not finished. In the unfinished jobs and tasks, 41% of the jobs are failed and 39% of the tasks are failed. This is because evicted and killed jobs and tasks are very rare termination status. Therefore, we focus mainly on finished and failed jobs and tasks in our work. Specifically, we consider two kinds of failures: job failure and task failure. The job failure means the job is descheduled due to task failures. Because in the trace, a job consists of at least one task, and each task is constrained by scheduling and resource usage limits. The task failure means the task is descheduled due to a task failure such as software bugs.

1) Data Preprocessing: In order to build a reliable prediction system with high accuracy performance, we should understand the trace data and extract the relevant features. The previous research on Google cluster trace [25], [26] indicate that in addition to the resource usage, the following features are also correlated with job and task failures. Therefore, our prediction model additionally use these features to leverage the prediction performance.

Task priority decides whether a task is scheduled on a machine. The work in [26] indicates that the highest and the lowest priority jobs experience higher rate of failures than the middle priority batch jobs.

Task resubmissions means that the tasks can be resubmitted multiple times after abnormal terminations during the life cycle of a job. We observe that the number of task resubmissions for the failed jobs is much higher than the task resubmissions for the finished jobs. The ratios of jobs with tasks that execute more than once for failed and finished jobs are 35.8% and 0.9% respectively and about 75% of the jobs have tasks that are resubmitted at most four times which is the maximum resubmission time for certain tasks.

Scheduling delay means the waiting time for certain task. We found that tasks which cannot be finished have a significant long scheduling delay compare to the finished tasks.

2) Input Feature Determination: In the training phase, the previous research [18] built the prediction model in cloud by using five classes of resource usage measures which are CPU usage, memory usage, cache memory usage, mean disk I/O time, and disk usage. In our training phase, we enlarge the set of input dimensions to improve the failure prediction accuracy. So we additionally add the following features to the inputs: task priority, the number of task resubmissions, and scheduling delay. We set all the measures of these features as a feature vector so we can put them together at any single time point as an input. For job failure prediction, we consider that a job is predicted to be failed when any of its tasks is predicted to fail.

IV. MAIN DESIGN

Next, we will introduce how we use Bi-LSTM to predict task and job failures. There are two phases: training and testing. In the training phase, we input the time series data for each task one by one to the model. Each task is labeled by failed or finished. We adjust the parameters of the model according to the comparison between the label and predicted output. In the testing phase, for a given set of time series input data of one task, the model will calculate the failure possibility of one task from the end time of the input data to the task completion time.

A. Model Architecture

The architecture of Bi-LSTM model contains one input layer, two Bi-LSTM layers, one output layer and the Logistic Regression (LR) layer to classify whether the tasks and jobs are failed or finished. As mentioned earlier, our Bi-LSTM based method is more advantageous than the LSTM based prediction methods in the following aspects. First, Bi-LSTM has more input features than previous methods, which include task priority, task resubmissions and scheduling delay. Second, Bi-LSTM has multi-layer structure which can better handle multiple input features for higher accuracy. Third, Bi-LSTM can determine the weights of data items based on their real impact to the failure rather than simply setting higher weights to data item closer to the given time for prediction than the data items further away from the time, which helps achieve
higher prediction accuracy. Below we introduce the input layer and output layer.

1) Input Layer: Given a dataset, we divide it into training set (e.g., 90% tasks) and testing set (e.g., 10% tasks). The training set is used to learn the Bi-LSTM model, and the testing set is used to predict whether a task will be failed or finished in the next time point. Each input is a feature vector at a time point. There are 100 inputs from time point \( t = 100 \) to time point \( t = 1 \). The output is whether the task is failed or finished at time point \( t \). For each task, we get its data for the last 101 time points for training and testing. If the number of time points for a certain task is less than 100, we set the feature vector input as 0.

### Task 1 Input data

<table>
<thead>
<tr>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
</table>
### Task 2 Input data

| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |

![Fig. 1. An example of prediction procedure.](image)

Figure 1 shows a simple example of training and testing procedure. Each axis means the time sequence of one task. Take the testing procedure for instance, the black brackets represent the input data of the testing and the number of the data points in the brackets means the number of input data \( w \). In this example, in task 1, the input data is the value of time = 3 to the value of time = 11, so the total number of input data is \( w = 9 \). The black part that is not in the bracket represent the data points that are not used in the testing process. In task 2, the input data is the value of time = 0 to the value of time = 8, so the total number of input data is \( w = 9 \) as well. However, task 2 is finished or stopped at time = 5. To ensure the input data is in the same format, we expand the input data in task 2 from time = 5 to time = 8. So the total number of input data can be \( w = 9 \) as well, and we set the value of time = 5 to time = 8 as 0. The blue part in the bracket represents that the task has less than 9 time points, so it is expanded by value = 0. Task 1 represents the tasks that have more data points than input data, and task 2 represents the tasks that have less data points than input data. The squares represent the predicted termination status, which represents the task is failed or finished.

2) Bi-LSTM Layer: In the structure of Bi-LSTM layer, the hidden states are divided into two parts: forward state and backward state. The basic idea is to present each sequence of inputs forwards and backwards to two separate hidden states to capture information, respectively. Then the two hidden states are concatenated to form the final outputs to the logistic regression functions. The forward state consists of the memory cells connecting adjacent neurons form cycles that are self-connections of a neuron to itself across time. The input of memory cells includes the data \( x_i \) (\( i = 1, 2, \ldots, m \)) from the previous layer as well as the data \( n_{i-1} \) (\( i = 1, 2, \ldots, m \)) from themselves of the previous position. Different from the forward status, in backward state, \( n_{i-1} \) (\( i = 1, 2, \ldots, m \)) are from the next position. Therefore, the output of the Bi-LSTM layers can adjust the weights of data items from closer data point to the given time for prediction than the data items further away from the time. The structure of memory cell in Bi-LSTM is very suitable for processing data with sequential and time dependencies on multiple scales since the connections pass state information across time steps allowing previously processed data to affect subsequent data.

3) Output Layer: In the output layer, from an input sequence \( \{ x_1, x_2, \ldots, x_m \} \), the memory cells in the Bi-LSTM layers will produce a representation sequence \( \{ h_1, h_2, \ldots, h_m \} \). We define the mean of these outputs as the mean pooling, which is expressed as follows:

\[
\hat{h} = \frac{1}{m} \sum_{i=1}^{m} h_i
\]

where \( h_i \) is the \( i \)th element in the representation sequence.

4) Logistic Regression Layer: In the logistic regression layer, the result from output layer is fed to the logistic regression functions whose target is the class label (i.e., failed or finished) associated with the input sequence. It means that the termination statuses generated in the Bi-LSTM model are produced based on the input features. We set up a threshold for the probability value of the failure to determine the termination statuses. Based on \( \hat{h} \), the logistic regression functions calculate the probability value of failure. If it is smaller than the threshold, it classifies as the termination statuses into failed, and otherwise, it classifies the termination statuses into finished.

### V. PERFORMANCE EVALUATION

#### A. Experiment Setting

The experiments are deployed in our local server with a GTX 1080 GPU. The trace is originally stored in separated files of approximate size 200GB, and the data features are represented by key-value pairs. We load these data into a MySQL database for ease of analysis. The prediction method is applied based on Tensorflow in Python. According to our experiment, to achieve better performance, we set 17 memory cells in each layer. We chose 555555 tasks in total in our experiments, in which 50,000 tasks are for training and 55555 tasks are for testing.

The batch size is set as 100 which means we use 100 tasks for one training step. We have 5000 training steps for each epoch, and the number of training epochs was set to 1000, which means we used the 500000-task dataset 1000 times for training. For each training and testing, we used the data of the first 100 time points of a task since many tasks are longer than 100 time points [27], [28]. The threshold we select for Figure 2(a), 2(b), 3(a) and 3(b) is 0.8.

We compared our Bi-LSTM model with the prediction models used in previous research, which are HSMM [8], SVM [10], RNN [12] and LSTM [19].

1) Hidden Semi-Markov Models (HSMM) [8]: HSMM is an extended model of HMM. Different from HMM, HSMM considers the state-resident probability distribution as explicit. It adds time components to the structure of the defined HMM.
and overcomes the limitations of HMM which is the prediction only depends on nearby state.

2) Support Vector Machine (SVM) [10]: SVM is also widely used in such failure prediction according to previous research. It has better performance when dealing with high-dimensional problem [29]. Also, it basically does not involve probability measures and laws of large numbers, so it is different from existing statistical methods. In essence, it avoids the traditional process from induction to deduction.

3) Recurrent Neural Network (RNN) [18]: RNN is recently used in this topic. RNN can not only deal with stationary input and output patterns but also with pattern sequences of arbitrary length [30] which means RNN can achieve better performance when handles the time series data.

4) Long Short Term Memory (LSTM) [19]: LSTM is also recently used in this topic. It is a deep learning model which is developed from Recurrent Neural Network (RNN). Since the error-signals could exhibit exponential decay as they are back-propagated through time, which leads to long-term signal being effectively lost as they are overwhelmed by undecayed short term signals. LSTM can overcome the drawback for data with long-term dependencies also capable of modeling the temporal connections between hidden states.

We keep the same input features as they mentioned which are CPU usage, memory usage, unmapped page cache, mean disk I/O time and disk usage.

B. Metrics

To illustrate the performance of the our method, we use three metrics to determine the better results.

1) Accuracy and F1 score: We determine the performance of different models by using accuracy and F1 score. The prediction accuracy is calculated by:

\[ A_n = 1 - \frac{|P_n - R_n|}{R_n} \]

where \( A_n \) is the prediction accuracy of \( n^{th} \) prediction, \( P_n \) is the predicted value of \( n^{th} \) prediction and \( R_n \) is the real value in \( n^{th} \) prediction. The Y axis value is prediction accuracy \( (A_n) \) for each method. The F1 score is calculated by:

\[ PPV = \frac{TP}{TP + FP} \]
\[ TPR = \frac{TP}{TP + FN} \]
\[ F1 = \frac{2 \cdot PPV \cdot TPR}{2 \cdot PPV + TPR} \]

where \( TP \) is true positive value, \( FP \) is false positive value, \( FN \) is false negative value. \( PPV \) is the positive predictive value, which is also known as \( \text{Precision} \), \( TPR \) is the true positive rate, which is also known as \( \text{Recall} \). The F1 score takes a balance that both precision and recall rates can reach the highest point at the same time.

C. Experimental Results

Now we evaluate the performance of our method and compare with previously proposed prediction methods [8], [10], [18], [19].

1) Task Level Failure Prediction: We first evaluate the task level failure prediction. At the task level, we classify the termination statuses of task submissions based on the attributes and performance data. In all the target classes, the status finish is considered as one class, and the status failed is considered as other class.

Figure 2(a) shows the accuracy of each prediction method in each test among tasks. The result follows HSM< SVM< RNN< LSTM< Bi-LSTM. For HSMM, as we discussed before, HSMM only depends on each state and its corresponding observation object. It cannot handle the sequence data in the whole trace or the high dimensional data well. SVM has better accuracy performance than HSMM because SVM can handle the data which has high dimension. However, the performance of SVM is worse than RNN and LSTM. The reason is that in data center, dataset such as Google cluster trace has a huge amount of data. SVM only has better performance when the dataset is not so big [31]. For LSTM, it overcomes the drawback from RNN, which is for data with long-term dependencies. However, as we discuss before, LSTM cannot adjust the weight of further data point for a given time in the time series dataset. For Bi-LSTM, it has the forward and backward states which can more accurately determine the weights of data items that are closer and further to the given time in the prediction. We can observe that LSTM can achieve 85% of accuracy and Bi-LSTM can achieve 93% of accuracy which is higher than LSTM.

Figure 2(b) shows the F1 score of each prediction method in each test among tasks. The results follow the same trend and order as in Figure 2(a) due to the same reasons. The result shows that LSTM can achieve 84% of F1 score and Bi-LSTM can achieve 92% of F1 score which is higher than LSTM.

2) Job Level Failure Prediction: At the job level, we classify the termination statuses of task submissions based on
the attributes and performance data. In all the target classes, the status finish is considered as one class, and the status failed is considered as other class.

Figure 3(a) and 3(b) show the accuracy and F1 score of each prediction method in each test among jobs. The results follow the same trend and order as in Figure 2(a) and 2(b) because of the same reasons. We can observe that LSTM can achieve 81% of accuracy and 80% of F1 score. Bi-LSTM can achieve 87% of accuracy and 86% of F1 score which are higher than LSTM.

VI. CONCLUSION

In cloud data centers, high service reliability and availability are crucial to application QoS. In this paper, we proposed a failure prediction model multi-layer Bidirectional LSTM (called Bi-LSTM). Bi-LSTM can more accurately predict the termination statuses of tasks and jobs using Google cluster trace compared with previous methods. In our method, we first input the data into forward state and backward state in order to adjust the weight of both closer and further input features. We then find that the further input features is essential to achieving high prediction accuracy. Secondly, in the experiments, we compare Bi-LSTM with other comparison methods including statistical, machine learning and deep learning based methods and evaluate the performance with three metrics: accuracy and F1 score, receiver operating characteristic and time cost overhead. The results show that we achieved 93% accuracy in task failure prediction and 87% accuracy in job failure prediction. We also achieved 92% F1 score in task failure prediction and 86% F1 score in job failure prediction. Our prediction method Bi-LSTM also have low FPR which can also indicate the proactive failure management based on prediction results become more effective. We also observe that the time cost overhead for Bi-LSTM is almost the same compared with RNN and LSTM, which means Bi-LSTM can achieve higher prediction performance with no further time cost.
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