Homework:
For “Using Weighted MAX-SAT Engines to Solve MPE”: 
1. Explain the Theorem 1: For any instantiation I of a positive Bayesian Network which contains only binary variables, the sum of the weights of the clauses that I leaves unsatisfied in the induced weighted CNF entry is compatible with instantiation.

2. Given the Bayesian network A -> B with CPT as following

Entering evidence (a2), what is the result weighted CNF formula. (weight of zero probability clauses can by represented by wn)
For “Solving Bayesian Networks by Weighted Model Counting”: 
1. Come up with a very simple boolean Bayesian network, and illustrate how you would encode it into a CNF formula. 
2. Come up with a very simple general Bayesian network (don’t exploit the loophole here; although a network with single-valued nodes is still a general network, make your example have some multiple-valued node), and illustrate how you would encode it into a CNF formula.
(Hint: Scrupulously read the examples on the second page of the paper. This simple exercise is intended to make you understand the process of translation.) 
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